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THE SELE(esl%ION FUNCTIONAL 

BEENTON R. CLARKE (WlvRsloc~) 

dbstrcu:tt The paper iflustrates a solution of" thc problem of 
chacrsing sr root from estimating equations which have multiple mots. 
This solution is appjica'lile also to multivariatei parameter estimation. 
In the u n i v ~ a t e :  parmeter case; the consistency of t h ~  M-  estjrnatar 
Is illustrated in a way which shows how other estimation methods can 
easily iuvolke the satme leclbaique, klrtltivariate parameter extensions 
are: then indicated. 

1. Is&rordoctir~sa. 'Fhe idea of a selection functional arises out af a need to 
blrilng together notions of choosing a root from esthating equations which 
have multiple roots, Impartant exmples of this occur in dzerent ~ l a ~ s i c d  
estjm;lfian methods for parameters in mixtuxes af two normal distributions and 
again in the maxirnzlm likelihaad estimation of a locatiala parameter in 
ab Cauclay parametric family with scale known, Numerous particular examples 
af the farmer type are illustrated in [23], while a solution of the latter problem 
is actually given in ' [ T I .  

Several authors, inciudhlg Grunkr [9], Huzurbazaar [l 81, Tarone and 
euesaage [22] and Foutz [Ill, all exa~nc :  mrlsistency argume~zts for local 
solutions 0: sf maximum 1ikelibo;od equations. They eovsider bath exiate~~ee 
and uniqueness of IocaX solatioras of the equations which pert&n to the eficient 
saluiisn. 13ere it is ass~med that a parmch-ic family 9 = {Cd;',: T E  91, where 
@ r F, E~zclidean r-space, describes the random sequence of independent, 
id~ntiedy distributd random variables X, ,  . . . , X ,  at a prtjcular parameter 
86  8. Consisl~n~jr impfi~s On-+ 0 in pobability or almost sureby. There af 
course way exist other seqrlwces of solutions (&) which are not consistent, Qn 
the other hand, global arguments for consistency of a properly: defined 
maximu~n IjkeXihaod estimator are given in &24] md [17J Similar arguments 
ta these are also used in minimum rlistknct: @stirnation in L2253. Here the 
argment is the g;it-me. It is the extremum value which is the estimator. The 
extremum is assumed to be both unique and to exist, wlteace the estimator i s  
well defmed. Yet, aaqimptslic aptimality properties of the estimator are more 
f~quently defined throrr& the solnl;ion of the  eqwtions, as for rtxrimple in the 



Jcscl-iptian of won Mises expansions defimng asymptotic normality [GI. 'The 
conaectian between an extremulm ya'lut: and a solution nf the equations, is 
therefore irlurrrinatjng when it is Icaown to exist. In this payer the argumml. 
associating the extremum wit11 ctco~xsiste~t" root, that is, the root that is known 
to o k r  asymptotic uptimdity properties, is iuustrated and further pneralked 
ta overcome ehr; paihologi~af eases that appcar in some likelihood and 
rubtzstness theory r5, 263. 

There may aIso be real numerieail advantages ia l~ighlightiug the itink 
btwmn the two consistency argumenb through the selection functional, 
A simple but illustrative example is in? the falvlJon of the Cauchy 1oe;ation 
estimating equdicrn, where the selection functional is equivalent- to tbe distance 
hi-om the median. That& the root dosest to the mediaxi is defined tlo be t .h~ 
estimaear. Multbvaiate pamsneter extensions of' this imovatioo are indicated 
in &he: sunmary ~f Sectinn 5 .  

Finally, the appr0s-c.h given here of showim the cansistency of an 
estimator can prove bath simple aad illustrative For sttidents of asymptotic 
theory. 

3. Deflai~aen af a sd.g?ction fanetional. The idea d a selection functioml is 
used initially in Clarke [q tio retain properties of we& continuity armd strict 
Frbcbet dserentiabdity of M - estirnatnrs given as soiutions of equations 

(2.1) KF,CT) = $i (x, T )  dF,  (x) = 0, 

~vhcse F, is the empirim1 distriPrutloa func~on that attributes atomic weight 
E -  abstrvSlti~ns X,, , . . , X,, assumed to be independenf identically 
diseriblcakd with a common distribution &EF. 

Already t hen the range of application is broad xince &I - estimators include 
maximum Xikefihaod esdmarors, some minimum djstrutm estimator8 Id,, e,g., 
[I991 arzd a wltole lmst of robust proposals for M -estimators since the initjal 
farag into the area by il-B~nber [16], and Arzdretvs izt id. [I]. The selection 
fuactional is desiped to select for all sufidendy large w the root of the 
eqimntiatls that is cnnsislent &om among czlf the mots of eqktalians (2.1)- The 
Iu'vnetional Q: 9 x 69-8, wh~re  ~3 is the splaee of distributiurl fun&ions, is 
rlefir-red to 11ave the property 

(2.21 V neighbaurhood M of B inf e(F,, r)- p(F,, 8) > 0, 
rdn' 

It is: assumcd t h ~  Q(F@, o) is continuous in .e E @, if t (b3 Z) is the set of a11 
solotions rrf (2.11, $he fwtctionril, Q satisfying (2-2) when used to define ahu: 
estimator .@#, via 

is known as a sebcrion iutactt>aal. 
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3. Im$eswkiaag examples apt selecltlioa fuwti.~loa3s, For those estimators 
minimizing a distance the selection fujllctionat corresponds ro the distance. 
Examples are found in and [4] for estimatil~g the mixlure parameters, for 
exmple, A typical Formulatian of sudl a dhtan~e is 

(3.1) B (F ,  y .t-) = [ (F,, (4 - P, (X) )~  [X) 

for suitable weight functions K. Minimizing (3.1) can be shown ta give 
equa~ons (2.13 (ct: C2, 191). Here assumption (2-2) is equivalent t s  

(3.21 infj(tF,(x)-F,(x))"K(x) > 0, 
rdN 

which for usual choism of Xy imludjng ICebesgue measure and exponential 
weight functions, can be shown to be a result. of idenrifiabilIity of the para~netric 
family F8X;,, = F,, * t i ,  = 8,. As!ump.ti.on (3.2) is found in the minimum distance 
theory of Pollard [20] and Wolfowits [25] lo name but two examples. 

On the other hatad, the maximum likelihood esti.tna"lom is adopted mta 
framework of the ade&ion functiond by setting 

eGF,, 4 = - j l ~ g , l 2 / x l d ~ ~ ~ f ~ l ~  

where f ,  is the density associated with d i s t i b u t i ~ ~ ~  F,. Denoting E as 
expe~tarion, assurraptioa (2.2) is 

In compal.isora to VSrald" [24] global consisteilcy argumeaat this assump- 
lion is close to Lemma 1 of that paper which slmws under suitable co~,onditisns 
on {l",) for s P 0 that 

When Q(F@, $1 C B M ~ ~ ~ U O U S  i1-l t the two slatetnsnis are equivaient, 
The important innovation in the argu111enl lor n sclcction functiofaal, 

wI1ich delineabs It, from tbe typiml loss funcfjanal, is  that equations (2.1) may 
be defined separately from the: selection fusrctional (2.2). The sclectiun func- 
tional can thus ba u s d  as a tool far solftil~g pathalogical problems of classical 
statistical esdmation theury md also for examinitlg mare recent robustness 
r11wr-y tml~niqucs. Sinw the latter are derivatives of the former, i t  should not be 
surprisillg that tl-rr selection functiond should be appliable to both meas, 

?he best example already irr application is that illustrated in the theory of 
redescending E(, - fnj~ctinns of kJT - cslimatars, far exampb, as illtlstrded iFu fI151 
and 113137, 2"he selection fundinnal i s  

(3.3) eF,,, 3 = BK '(:1-~1. 
Though multiple roots of the equations may exist rt silsgls: root is chosen to 

be the estimator via a functional which is unrelated ts the alimating equations. 
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A 'FLc coesistenrsgr nrgmemt, kgunxents for the existence af a consistent 
local root of the estimating equaejons based on "re Fishes coasiste~cy 
rquiremenl 

EF,[$(X,ie)3=0 WOE@ 

Ga.n be found in varying forms. Cramkr [9j5 Huzurbmaar El81 and Chnnda [3] 
give variations of a proof of consistency of at root af mnximm lilcelihad 
eyatians (2.1) with 

Multivaliate parmeter extensions are proved in [1Ej and [22] far 
exmgle. The un4~al.iate parameter generalization af these results to 
M-estimators i s  covered by the foIlomring propositistl: 

PROPG~CTTEON I. There exists a: x > O mcb that a roo$ 0: of equations (1.1) 
exists a d  k uuniqnre if2 (8 -x, 0 + x) fur all sufles'enziy large a (J:a.s.I, PI). FQT 
rarbitmtry 0 r x* cr x, 8; E (0 - x", 8 f x*) $a.s.I, n. 

Typical proofs s f  Proposition 1 using the thmry of u n z ~ r m  coftvegenm 
can be found in [5, 7, El]. 4t proves mnvenient to adopt. the probability 
framearon%c of these papem to describe almost sure convergence, nameljf the 
event En is said to canverge for all ~11ficientlly large a whe~~ever 

Using the Framework .of uniform convergence, global consistency of the 
est.irn-r de:finad by (23)  can 'be showtlr ushg skc: a6srsmption 

This assumption will follow directly from assuption (4.2) in 171 when 
neighbourhoods are generated by e.it her Kolmogsrav or G v y  metries, tlilaugh 
(4'1) is not even as strong as this, N o  connection to equations (2.1) is nceded irr 
malting this assumptim, 

Tmom~ I. Assnat~e 8,V satisfies Y~oposiri"an I. Let g satigy (2.21 asld 44.1). 
Then 4 is  utzigue root in (0-x, $ + x )  f.a+s,l, n artd 8,, conueTges aE~tosr 
surely to 8, 

A proof of Theorem I is ac~ompanied by Figu~r: 1.  A ficrtitjous se;i~~ticln 
funclionnl is used to iuustrate the argument of the: proof, 

Let x be defilled by Proposition 1 and Iet 



By cuntiauity choose 0 .r x* < 3t SCI that 

Note from Pruposition J any other root & of equat io~s (2.1) Eia outside of 
(0- x ,  B + 4 f.a.s,l, n, while there exists a unique root a," E (0 -xt , 8 + x*) 
f.a.s.1. rz. By setting 8 = S(xJJ4 in (4.1) we obtain 

Csnseq~tently, by dcfmition (2,3), on, - O,T Fa.s.1. n. That is, 8; minimizes 
g(-F,,, T) mong dl the roots of (2.1) F.a.s.1. ta, vvl~ence 0: is almost surely 

equivalent to dt, and dlc consistency result af Proposition I carries over 
gjlobaUy fa &. 

Tbe xaultlvmlate paramesr exlension of Theorem 'I is made by replacing 
the univadwte interval ( 8 - x ,  @+ x )  by the open bdl  B,(x) defined at1 Erlclidean 
P - space. 
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9. Some farther exampim. M a ~ y  examples sf 154 - ea;rimators are construc- 
ted on the basis sf an aptimality criterion (d e.g. E1.13). Such criteria are oftea 
derived from a von Mises expansion of equations @,I), Gansequerarly, tbe 
selection functional can play a useful role whenever the optimal @-function i s  
sebcted in order to eomplde the globail consistency argun~ent and also to offer 
gulidmce in aumelcial solution of the eguaitions fr;.C [S]). A tenfatiye but 
attractive proposal for possible robust seleeti_ion of hctionals is to choose 

This i s  based on the following geometric argumel~t~ which assunla 
uraifom convergenee sf the curves K F , , ( ~ )  aand dKP,fz)/rj~ to Iheir respective 
asymptotic ~ur \~es  KF,(z) and ~K, , (T) /~T .  Sinea for a consistetent root Q:, 
@(FII$ 6;) -5 0, it is expect4 for a realization of X', , . . . , X,, that dKFvl(z)/8z 
evaluated at @$ should at least have the same sign as dKF,(z)jaz evduated at 
QI:, even though. 0 is unknown. Roots of equations (2.1) adjacent to 0: will 
l~aturally have opposite signs for d K F , ( ~ ) / 8 ~  simply by the geometry. Also, since 
in most examples the shape of tlze carve KFOl(a) is not too dissimilar to that of 
X,,(z) Ibr 8, # G ,  the main difference, if any, being a trsulslation of 10, -81 
coordinates (cE, symetr ic  location case), the sign af aKFet(z)/8~I,',, is the same 
as that of dKp, (r )J~zJcBB.  Consequently, for 4g aqacent to 8$ the signs of 

are opposite lo each other, increasing the value of p(F,, gn$. This approach was 
adopted in identifyil~g roots in the sirnulation studies of Clarke [5] fox 
a m p l e ,  where the Newton Raphson equation was the hcus of study. 
A anultivnriate parmeter analogue is when, after solvilsg minfmiaiazg equations 
(2.1)) the .Jaco'lsian i s  checked ta identify the snlurio~l as a minima as opposed its 
a maxima. If is the author" ssuggesliun here that using (5.1) is h many instan~cs 
a more powerful tad  than this latter al~prni~ch, 

In classical es~mation theory also, there exist exampkes where sohrtims of 
q u a ~ o m  are sometimes not easily identified as being consistant, Wumccouc; 
diEicralties in salving estimating equations for mixtures af two nonpaal 
dist~butions arc recorded in [23] for example. It is interesting that this 
problem has skr~ady kbecn tackled in practice, where several a~xthors, iriciuding 
Evefitt and a-Ta~~d [10], FzLkunaga and $"lick [I 21, consider the sclstive good~xess 
offit of mure that1 olzc solution to t h  moment estimahg equatior~s, while ueing 
auxiliary ~rilteria, includilag a x2  goshass-of-fit statistic, H~awkins [IS] repst8 
a case where diffefetat solutians to the equations do ntst fit squally well. 
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